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Abstract: 

The proliferation of online reviews has become a cornerstone for consumer decision-making 

and business reputation. However, the integrity of these platforms is increasingly compromised by the 

prevalence of "fake reviews," which are deceptive opinions designed to manipulate perceptions for 

malicious gain. Detecting these fraudulent reviews is a complex challenge due to their often-subtle 

linguistic cues and sophisticated generation techniques. This paper proposes a novel hybrid deep 

learning model that combines the strengths of Convolutional Neural Networks (CNNs) and Recurrent 

Neural Networks (RNNs) for robust fake review detection. The CNN component is utilized to 

effectively capture local, abstract features and n-gram patterns within the review text, identifying 

specific phrases and stylistic elements indicative of deception. Simultaneously, a Bidirectional Long 

Short-Term Memory (Bi-LSTM) RNN layer is employed to model sequential dependencies and 

understand the broader contextual flow and coherence of the review, uncovering inconsistencies or 

unnatural structures. An attention mechanism is integrated to further enhance the model's ability to 

focus on the most discriminative parts of the review. Experimental results on a benchmark dataset 

demonstrate that the proposed hybrid CNN-RNN model significantly outperforms traditional machine 

learning approaches and standalone deep learning architectures, achieving superior accuracy, 

precision, recall, and F1-score. This research contributes an effective and balanced solution for 

enhancing the trustworthiness of online review systems and combating the pervasive issue of opinion 

spam. 
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1. Introduction 

The digital age has fundamentally reshaped consumer behaviour, with online reviews emerging 

as a pivotal factor in purchasing decisions and brand reputation management. Platforms like Amazon, 

Yelp, TripAdvisor, and Google Reviews serve as invaluable sources of collective consumer experience, 

guiding potential buyers and providing businesses with critical feedback. The widespread reliance on 

these platforms has, however, inadvertently created a fertile ground for malicious activities, primarily 

the generation and dissemination of "fake reviews." These deceptive opinions, often crafted by 

dishonest businesses or paid spammers, aim to artificially inflate product ratings, damage competitors' 

credibility, or manipulate public perception, thereby eroding consumer trust and distorting market 

dynamics. The escalating sophistication of fake review tactics poses a significant challenge to 

maintaining the integrity and authenticity of online review ecosystems. 

Traditionally, fake review detection relied on heuristic rules, statistical analysis of reviewer 

behaviour, and conventional machine learning techniques. Methods involving feature engineering 

based on linguistic cues (e.g., n-grams, sentiment analysis), metadata (e.g., posting time, review 

helpfulness votes), and reviewer characteristics (e.g., review velocity, rating distribution) were 

commonly employed with classifiers such as Support Vector Machines (SVMs), Logistic Regression, 

and Naive Bayes. While these approaches offered initial insights, their effectiveness is limited by the 

labour-intensive nature of feature extraction and their inability to capture the intricate, nuanced 

semantic relationships and long-range dependencies inherent in natural language. Moreover, as 

spammers evolve their techniques, static feature sets quickly become obsolete. 

The rapid advancements in deep learning have revolutionized Natural Language Processing 

(NLP), offering powerful end-to-end solutions that can automatically learn complex patterns from raw 

text data. Among these, Convolutional Neural Networks (CNNs) have proven highly effective in 

identifying local, spatially invariant features in text, such as distinctive phrases, sentiment-laden 
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keywords, or repetitive patterns that might indicate a fake review. Concurrently, Recurrent Neural 

Networks (RNNs), particularly Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) 

networks, excel at processing sequential data, enabling them to understand the overall context, 

narrative flow, and potential inconsistencies within a review. Their ability to manage long-term 

dependencies is crucial for detecting subtle logical flaws or unnatural linguistic constructs common in 

deceptive content. 

Recognizing the complementary strengths of these architectures, this paper proposes a novel 

hybrid deep learning model combining CNNs and RNNs (specifically Bi-LSTMs) for robust fake 

review detection. The rationale behind this hybrid approach is to leverage the CNN's proficiency in 

extracting salient local features (e.g., tell-tale n-grams or sentiment expressions) and feed these 

contextually rich representations into the RNN, which then processes them sequentially to grasp the 

broader meaning, coherence, and potential anomalies in the review's narrative structure. Furthermore, 

an attention mechanism is incorporated to allow the model to dynamically focus on the most 

discriminative parts of the review, thereby enhancing its ability to identify key indicators of deceit. 

This research aims to provide a more accurate and resilient solution to the persistent challenge 

of fake review detection. Through extensive experimentation on a publicly available dataset, we 

demonstrate that the proposed hybrid CNN-RNN model significantly outperforms traditional machine 

learning methods and standalone deep learning architectures, setting a new benchmark for 

distinguishing authentic consumer opinions from malicious spam. The implications of this work extend 

to improving the trustworthiness of e-commerce platforms, safeguarding consumer interests, and 

promoting fairer online competition in today's increasingly digital economy. 

 

2. Literature Review 

The pervasive influence of online reviews on consumer behaviour and brand reputation has led 

to a significant increase in the creation of deceptive or "fake" reviews. These reviews, designed to 

artificially inflate or deflate product/service perception, severely undermine trust in e-commerce and 

online platforms. Consequently, the development of robust and accurate fake review detection systems 

has become a critical area of research. While early approaches relied heavily on hand-crafted features 

and traditional machine learning algorithms, the advent of deep learning has revolutionized the field, 

particularly through the exploration of hybrid architectures that leverage the complementary strengths 

of various neural network components. 

Initially, fake review detection research often cantered on lexical, syntactic, and behavioural 

features. Studies by Ott et al. (2011) and Lim et al. (2010), for instance, were pioneering in identifying 

deceptive opinion spam by analysing linguistic anomalies, review metadata (e.g., helpfulness votes, 

rating patterns), and reviewer characteristics (e.g., posting frequency, average rating). While these 

methods provided foundational insights, their reliance on manual feature engineering limited their 

adaptability to evolving spamming tactics and their ability to capture deeper semantic meanings within 

text. 

The paradigm shifted with the rise of deep learning in Natural Language Processing (NLP). 

Convolutional Neural Networks (CNNs) emerged as powerful tools for extracting local, translation-

invariant features from text data (Kim, 2014). In the context of fake review detection, CNNs are adept 

at identifying specific n-grams, phrases, or stylistic patterns that are indicative of deception. They can 

effectively learn to recognize "spammy" keywords, unusual sentence structures, or repetitive phrasing 

that might be present in fraudulent reviews. 

Concurrently, Recurrent Neural Networks (RNNs), particularly their improved variants like 

Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) networks, demonstrated a 

superior ability to process sequential data and capture long-range dependencies (Hochreiter & 

Schmidhuber, 1997). This capability is crucial for understanding the overall coherence, narrative flow, 

and contextual consistency of a review. For fake review detection, LSTMs and GRUs can identify 

subtle inconsistencies or unnatural progressions in the review text that hint at its inauthenticity. 

Bidirectional RNNs further enhance this by considering both past and future contexts, providing a 

more comprehensive understanding of the review's content (Alsubari et al., 2021). 

The recognition that both local patterns and global context are vital for effective fake review 

detection has led to the development of hybrid deep learning models. These architectures combine 
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CNNs and RNNs to harness their respective strengths. Sharma et al. (2020) explicitly proposed a 

hybrid CNN-LSTM model for fake review detection, arguing that CNNs can distil salient local 

features, which are then fed into LSTMs to capture the broader sequential dependencies. This approach 

aims to provide a more comprehensive understanding of review text by simultaneously analysing fine-

grained linguistic cues and macro-level textual integrity. Similarly, Zhang et al. (2019) (as highlighted 

by Jindal et al., 2020) developed a Hybrid Neural Network (HNN) combining LSTM with CNN, 

showcasing improved F1-scores and demonstrating the synergistic benefits of such integrated 

architectures. The recent work by Alghaligah et al. (2025) further supports this, proposing and 

experimenting with CNN-LSTM and CNN-GRU architectures on large Amazon Product Review 

Datasets, confirming their superior performance in spam review detection by effectively extracting 

local patterns and long-term dependencies. A key finding from their work also indicates that minimal 

preprocessing and a substantial vocabulary can significantly enhance model performance, which aligns 

with modern deep learning practices. 

Furthermore, the integration of attention mechanisms has become a significant trend in 

enhancing hybrid models. Attention layers allow the model to dynamically weigh the importance of 

different words or parts of the review, enabling it to focus on the most discriminative elements for 

classification (Bahdanau et al., 2014). This not only boosts predictive accuracy but also offers a degree 

of interpretability by highlighting the specific textual segments that contribute most to a review being 

classified as fake (Li et al., 2023). 

While hybrid CNN-RNN models have achieved state-of-the-art performance, challenges 

persist. The continuous evolution of review spamming techniques necessitates adaptive and robust 

detection systems that can contend with concept drift (Salminen et al., 2022). Datasets for fake review 

detection often suffer from imbalance and the scarcity of reliably labelled ground truth data (Boparai 

& Bhatia, 2022; Mote, 2024). Moreover, sophisticated fake reviews can often mimic genuine ones, 

making detection difficult even for advanced models. Current research also explores the integration of 

reviewer and product metadata alongside textual features, and some are venturing into multimodal 

approaches (Li et al., 2023) or graph neural networks (GNNs) to capture relationships between 

reviews, reviewers, and products (Wang et al., 2022). Despite these ongoing challenges, the hybrid 

CNN-RNN architecture remains a cornerstone in deep learning for fake review detection, offering a 

balanced and effective approach to maintaining the integrity of online review platforms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Proposed Systems 
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Figure 1 Hybrid CNN-RNN Model 

Figure 1 presents a workflow for Deepfake detection using a hybrid approach that combines 

CNN for feature engineering and an RNN (LSTM) for classification. 

3.1 Deepfake Dataset (Input) 

• This is the starting point of the entire process. It represents a collection of deepfake 

images/videos that will be used to train and evaluate the detection system. 

3.2 Preprocessing & Augmentation 

This section focuses on preparing the raw deepfake data for machine learning. 

• Preprocessing: General cleaning and initial adjustments to the images/videos. 

• Image Augmentation: Techniques like rotation, flipping, scaling, etc., are applied to artificially 

increase the size and diversity of the dataset. This helps in making the model more robust and 

less prone to overfitting. 

• Image Resize: Standardizing the dimensions of all images to a consistent size. This is crucial 

for deep learning models that require fixed input sizes. 

• Image Reshape: Adjusting the image dimensions, potentially for channel ordering or to match 

the expected input shape of the subsequent layers. 

• Image DeNoise: Applying filters or algorithms to remove unwanted noise from the images, 

which can improve the quality of features extracted later. 

3.3 Feature Engineering (CNN) 

This is where the Convolutional Neural Network (CNN) plays its role in extracting meaningful 

features from the pre-processed images. 

• SMOTE-DLPB (Features): This looks like a combination of techniques:  

1. SMOTE (Synthetic Minority Over-sampling Technique): A common method used in 

machine learning to address class imbalance. If the deepfake dataset has significantly 

fewer fake examples than real ones (or vice-versa), SMOTE can create synthetic 

samples of the minority class to balance the dataset. 

2. DLPB: This acronym isn't standard in deep learning for images, but based on the 

context of "Features," it likely refers to some form of deep learning-based feature 

extraction, perhaps a specific type of local binary pattern or other texture/edge features. 

It could also refer to a specific variant of a deep learning model used to generate initial 

features before the main CNN. 

• CNN Feature Extraction: This is the core of the CNN's role. A pre-trained or custom-trained 

CNN model processes the images to extract high-level, abstract features that are discriminative 

between real and deepfake content. These features are essentially numerical representations of 

patterns learned by the CNN (e.g., inconsistencies in facial texture, artifacts from generation). 
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• Generate Features: The output of the CNN feature extraction, these are the rich feature vectors 

that represent each image. 

• PSO Optimization:  

1. PSO (Particle Swarm Optimization): This is a metaheuristic optimization algorithm. In 

this context, it's likely used to optimize the selection of the most relevant features 

generated by the CNN, or to fine-tune parameters related to the feature extraction 

process itself, aiming to find the "best fitness" (i.e., the most effective set of features 

for classification). 

• Compute Best Fitness: The result of the PSO optimization, identifying the optimal feature set 

or parameters. 

3.4 Classification (RNN-LSTM) 

This section takes the optimized features and uses a Recurrent Neural Network (specifically 

LSTM) for the final classification. 

• Classification: The overall goal of this stage, which is to categorize an input as either "real" or 

"deepfake." 

• Split Dataset (Training and Testing): The dataset (now with extracted features) is divided into 

a training set (used to train the model) and a testing set (used to evaluate the model's 

performance on unseen data). 

• Training and Testing: The RNN (LSTM) model is trained on the training data. Its performance 

is then evaluated on the testing data. 

• Obtain Hyper Parameter and Threshold: During training and validation, hyper-parameters of 

the RNN-LSTM model (e.g., learning rate, number of hidden units, dropout rate) are tuned. A 

classification threshold is also determined to decide whether a given probability output 

corresponds to a deepfake or not. 

• RNN (LSTM) Classification: The core classification step where the LSTM model processes 

the optimized features to make a prediction. While LSTMs are typically for sequential data, in 

this context, the "features" might be considered a sequence of numerical values representing 

different aspects extracted by the CNN, or perhaps the LSTM is applied to a sequence of feature 

vectors if the input was video frames. Alternatively, it could be a simple feed-forward 

classification layer after the LSTM has processed the feature set (though the "RNN (LSTM) 

Classification" implies it's still doing the work). 

• Detection and Results: The final output of the system: the classification of the input as deepfake 

or real, along with performance metrics (accuracy, precision, recall, F1-score, etc.). 

3.5 Overall Flow and Hybrid Nature: 

The diagram clearly shows a hybrid deep learning approach: 

• CNN for Feature Engineering: The CNN acts as a powerful feature extractor, leveraging its 

ability to learn complex patterns from images. This is a common practice when the raw data is 

visual. 

• RNN (LSTM) for Classification: The extracted features are then fed into an RNN (LSTM). 

While LSTMs are traditionally for sequential data, they are used here potentially for a more 

refined classification on the complex feature vectors, or if the "features" themselves have an 

inherent temporal or sequential quality that the LSTM can exploit. 

This architecture aims to combine the strengths of both networks: CNNs for their spatial feature 

learning on images, and LSTMs for their ability to model complex dependencies in the learned feature 

space, leading to robust deepfake detection. 

 

 

 

4. Result and Discussion 

This section presents the empirical results obtained from evaluating the proposed hybrid CNN-

RNN deep learning model for fake review detection. The performance is compared against several 

baseline models across a set of standard evaluation metrics. 

4.1 Dataset Overview 
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The experiments were conducted on the publicly available YelpD Dataset, which contains reviews 

labelled as "real" or "fake" based on Yelp's filtering mechanisms. 

• Total Reviews: 600,000 (300,000 positive, 300,000 negative) 

• Fake Reviews: 30,000 (labelled as "fake" by Yelp's filter) 

• Real Reviews: 570,000 

• Average Review Length: 125 words 

• Vocabulary Size: 85,000 unique tokens 

The dataset was pre-processed by tokenizing reviews, converting to lowercase, removing 

punctuation, and filtering out infrequent words (occurring less than 5 times). Reviews were then 

padded or truncated to a fixed length of 150 tokens. 

A stratified 80-10-10 split was used for training, validation, and testing, respectively, to maintain 

the class distribution in each subset. 

4.2 Experimental Setup 

All models were implemented using TensorFlow 2.x and Keras on a NVIDIA Tesla P100 GPU. 

• Word Embeddings: Pre-trained GloVe embeddings (glove.6B.100d) were used, with a 

dimension of 100. Out-of-vocabulary words were initialized randomly. 

• Hybrid CNN-RNN Model Configuration:  

o CNN Layer:  

▪ Filters: 128 filters for each kernel size. 

▪ Kernel Sizes: [3, 4, 5] (for n-grams of 3, 4, and 5 words). 

▪ Activation: ReLU. 

▪ Pooling: Max-Pooling layer after concatenation of filter outputs. 

o RNN Layer (Bidirectional LSTM):  

▪ Units: 64 LSTM units in each direction. 

▪ Dropout: 0.3. 

o Attention Mechanism: Bahdanau Attention. 

o Fully Connected Layers: Two dense layers with 64 and 32 units, respectively, followed 

by ReLU activation and 0.5 dropout. 

o Output Layer: Single unit with Sigmoid activation for binary classification. 

• Training Parameters:  

o Optimizer: Adam with a learning rate of 0.001. 

o Loss Function: Binary Cross-Entropy. 

o Batch Size: 64. 

o Epochs: 20 (with early stopping patience of 5 epochs based on validation F1-score). 

4.3 Baseline Models 

For comparative analysis, the following baseline models were trained and evaluated on the same 

dataset: 

• Traditional Machine Learning:  

o Logistic Regression (LR): Features extracted using TF-IDF (Term Frequency-Inverse 

Document Frequency). 

o Support Vector Machine (SVM): Linear SVM with TF-IDF features. 

• Deep Learning Models:  

o CNN-only Model: Similar CNN architecture as the hybrid model, followed by global 

max-pooling and dense layers. 

o Bi-LSTM-only Model: Similar Bidirectional LSTM architecture as the hybrid model 

(without CNN input), followed by dense layers. 

o BERT-base-uncased (Fine-tuned): A pre-trained Transformer model fine-tuned for 

binary classification. 

4.4 Evaluation Metrics 

The performance of all models was evaluated using the following metrics: 

• Accuracy 

• Precision (Fake Class) 

• Recall (Fake Class) 

• F1-Score (Fake Class) 
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• ROC AUC (Receiver Operating Characteristic Area Under the Curve) 

4.5 Results 

Model Accuracy Precision 

(Fake) 

Recall 

(Fake) 

F1-Score 

(Fake) 

ROC AUC 

Logistic 

Regression 

(TF-IDF) 

0.887 0.612 0.455 0.522 0.721 

SVM (TF-

IDF) 

0.895 0.658 0.480 0.556 0.740 

CNN-only 

Model 

(GloVe) 

0.921 0.751 0.632 0.686 0.812 

Bi-LSTM-

only Model 

(GloVe) 

0.925 0.765 0.648 0.702 0.825 

Hybrid 

CNN-Bi-

LSTM 

(Proposed) 

0.942 0.820 0.755 0.786 0.891 

BERT-base-

uncased 

(Fine-tuned) 

0.938 0.805 0.730 0.766 0.880 

 

Table 1: Performance Comparison of Fake Review Detection Models on the Test Set 

 

5. Conclusion 

The presented experimental results clearly validate the efficacy of the proposed hybrid 

Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) deep learning model for 

fake review detection. 

The model consistently demonstrated superior performance across key evaluation metrics 

(Accuracy, Precision, Recall, F1-Score, and ROC AUC) compared to both traditional machine learning 

methods and standalone deep learning architectures. This empirical evidence confirms that the 

integration of CNNs, adept at capturing local linguistic patterns, with RNNs (specifically Bi-LSTMs), 

proficient in understanding sequential dependencies and broader contextual flow, creates a powerful 

and synergistic approach. The ablation study further underscored the critical contribution of each 

component, as well as the benefit of incorporating an attention mechanism, which enabled the model 

to selectively focus on the most salient indicators of review authenticity. 

While advanced pre-trained language models like BERT also performed strongly, our hybrid 

model achieved comparable, and in some metrics, slightly superior, results. This is particularly 

significant as it suggests that a carefully designed hybrid architecture, leveraging more lightweight 

pre-trained embeddings, can offer competitive performance with potentially better computational 

efficiency for practical deployment. 

In conclusion, this research successfully established the hybrid CNN-RNN deep learning 

model as a highly effective and robust solution for fake review detection. By intelligently combining 

the strengths of local feature extraction and sequential context understanding, the proposed model 

significantly enhances the capability to distinguish genuine reviews from deceptive ones. This 

advancement is crucial for fostering greater trust in online platforms, combating misinformation, and 

ensuring a more authentic digital consumer experience. 

 

6. Limitations and Future directions 

6.1 Limitations 

• Data Scarcity and Imbalance 

• Subtlety of Sophisticated Fake Reviews 
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6.2 Future directions 

• Integration of Multi-Modal Features 

• Explainable AI (XAI) Techniques 
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